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Abstract In clinical trials, assessing efficacy is based on val-
idated scales, and the primary endpoint is usually based on a
single scale. The aim of the review is to revisit the concepts
and methods to design and analyze studies focused on resto-
ration, recovery and or compensation. These studies are be-
coming more frequent with the development of restorative
medicine. After discussing the definitions of recovery, we ad-
dress the concept of recovery as the regain of lost capabilities,
when the patient reaches a new equilibrium. Recovery is a
dynamic process which assessment includes information from
initial and final status, their difference, the difference between
the final status of the patient and normality, and the speed of
restoration. Finally, recovery can be assessed either for a spe-
cific function (focal restoration) or for a more global restora-
tion. A single scale is not able to assess all the facets of a skill
or a function, therefore complementary information should be
collected and analyzed simultaneously to be tested in a single
analysis. We are suggesting that recovery should be consid-
ered as a latent variable and therefore cannot be measured in
pure form. We are also suggesting to customize the data col-
lection and analysis according to the characteristics of the
subjects, the mechanisms of action and consequences of the
intervention. Moreover, recovery trials should benefit from
latent variable analysis methods. Structural equation modeling
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is likely the best candidate for this approach applicable in pre-
clinical and clinical studies.

Keywords Methodology - Intervention evaluation - Study
design - Clinical scale - Latent variable - Modeling

Introduction

Many definitions of recovery have been proposed, from neu-
ronal rewiring and anatomical restitution to improvement of
performance or coping and social integration.

From the perspective of the conceptual framework of the
WHO International Classification of Functioning (ICF) [1, 2],
recovery refers to health condition, at different levels of body
function and structure, activities, and participation. In order to
determine the most important indicators of successful rehabil-
itation outcome, an attempt to classify instruments according
to ICF was proposed such as the Fugl-Meyer scale [3] to
assess impairment at the body structure level, the Barthel
Index [4] and the mRankin scale [5] at the activities level,
and the Euroquol-5D [6] at the participation level [7-9].

Furthermore, the term “true recovery” has been used to
define the complete restitution of neuronal networks [10,
11]. However, there is still some ambiguity in defining true
recovery, since this term is used to refer to both improved
performances and return to normal clinical patterns [12].
Focusing on motor system, some motor tests based on video
assessment have been developed to quantify recovery [10],
assuming restitution (true recovery) is present if recovered
movements have the same quality (patterns) as normal move-
ments [10, 12, 13]. In contrast, impaired performance would
reflect incomplete recovery that may be due to compensation
[10, 11].
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Functional neuroimaging (fMRI) that gives us access to
neuronal network mapping has suggested that motor recovery
was consistent with typical motor network pattern [14].
However, recovery of normal motor performance can be as-
sociated with vicarious processes that reflect appropriate reor-
ganization of motor networks [15]. In that case, normal clin-
ical motor patterns that are concomitant with reorganized
brain network would not be defined as ‘true recovery’ al-
though it has been claimed earlier [12].

Evidently, there are some heterogeneity between the defi-
nition of motor recovery, the evidence of its anatomical and
functional correlates and the different scales used as endpoints
in clinical trials. Moreover, if this hypothesis of normal pat-
terns of functioning may be relevant for motor rehabilitation
evaluation [10-12, 16], their assessment may hardly be gen-
eralized to all functions (i.e., cognition) and activity (i.e., so-
cial functioning). Nevertheless, the clinical scales used for
stroke trials and measuring performance collapse recovery
and compensation and are applicable to body function, activ-
ities and participation.

In clinical studies, recovery describes progress from base-
line to final evaluation, whether outcome generally refers to a
well-defined status (e.g., death, dependence rate, clinical
score). Reducing stroke occurrence or recurrence and vascular
morbidity and mortality are the goals of prevention studies. In
acute stroke, evaluating a therapy such as recanalization is
based on correlated outcome instruments [17] focused, either
on the neurological deficit using the National Institute of
Health Stroke Scale (NIHSS) [18], or on independence using
the Activities of Daily Living (ADL) [19], the Barthel index
[4], Functional Independence Measure (FIM) [20], or on sur-
vival and handicap using the multi-dimension modified
Rankin scale (mRankin) [5], or the Glasgow Outcome Scale
(GOS) [21, 22]. These measures are used either alone [23, 24]
or included in a global statistical test as the primary endpoint
[25, 26]. Furthermore, cutoff values strategies are sometimes
preferred to separate poor and good outcomes. However,
choosing the right test and cutoff points as the primary end-
point may be challenging [27-29]. Considerable metrological
efforts have been put on variance reduction [30], reliability,
and measurements errors [31-36] and on other statistical ap-
proaches [37-42]. However, at the end of the trial, one has to
confess that only a tiny amount of all the information collected
is used for the primary endpoint assessment [43].

In this opinion paper, we revisit the concept of recovery
from epistemological, methodological and statistical perspec-
tives. Our purpose is to present a flexible approach reflecting
the most likely manifestations of an intervention, far from
standard single scales or tests. We also assume that using more
appropriate information would improve our capability to dem-
onstrate efficacy of intervention, by reducing type 1 and 2
errors. This customized approach should be relevant for stud-
ies on brain plasticity in restorative medicine. The scales in

terms of metrological properties [7-9] and other methodolog-
ical aspects are beyond the scope of this paper.

The Concept of Recovery

From a historical perspective of “the normal and the
pathological”, the epistemologist and medical doctor G.
Canguilhem stressed that illness is defined by the
“subject himself” [44]. In Canguilhem’s perspective, re-
covery can never restore the initial state of “biological
innocence.” Canguilhem defined “Cure,” i.e., recovery,
as a new stable status that is reached when the subject
gives himself new norms [44].

Nowadays, when referring to recovery, patients and medi-
cal doctors intuitively gather information related to several
dimensions that are listed below.

— Recovery is a dynamic process. The term recovery refers
to progress observed between time points, e.g., stroke
onset or therapy onset and outcome evaluation. It means
that recovery contains information from initial severity,
from residual severity, and from the size of their differ-
ence. Speed of recovery also contributes to the descrip-
tion of this dynamic process.

— Recovery is related to new norms acquisition. One may
consider that the closer from normal status these new
norms are, the better recovery is. However, the term
new norms may be ambiguous because it covers several
dimensions from body structure to psychological and so-
cietal dimensions.

— Recovery can be local or global. A large body of evidence
has shown a modular organization of brain functions.
Therefore, recovery of single modules or functions can
be assessed. For example, local recovery may represent
the effects of a specific training of hand grip precision
tasks for a patient suffering from hand paresis. This local
recovery can be applied to every domain e.g.,
swallowing, speech. Global recovery may represent sev-
eral local dimensions reunited, in a multiple modules
scale (e.g., NIHSS, mRankin). A study can be aimed on
local recovery only or combine local and global recovery
assessments.

— No test is entirely selective to its targeted domain. For
example, memory tests require attention and language
process for performance. Therefore, the assessment of a
single function should include several complementary
tests. Whereas, there is no test designed for assessing
the whole range of a function, it is impossible to structure
a test that would consistently avoid “floor” and “ceiling”
effects, [45]. For all the above listed reasons, it is unreal-
istic to expect that recovery can be assessed with one test
or scale.
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From Concept to Methodology

In a pragmatic approach, we are posing five specifications
recovery assessment should fulfill.

1. A flexible representation of recovery in terms of modular-
ity (i.e., local recovery, global recovery). It implies that
multiple dimensions and biomarkers should be assessed.

2. Being appropriate for the intervention under study. For
example, if a specific motor rehabilitation program is con-
sidered, a set of tests focused on this target should be
included.

3. Presenting the contribution of each variables constituting
recovery. It is indeed important that the effect size, its
model, and its contribution to each dimension of recovery
are documented.

4. The cornerstone of therapeutic research is the comparison
of the effect of intervention between two groups of pa-
tients using a single test integrating all the dimensions of
recovery.

5. Providing interpretation of gains. When explaining the
expected effects of an intervention, it is important to quan-
tify the improvement attributable to that intervention for
each dimension.

Statistical Analysis

1. For recovery assessment, we are suggesting to use
methods based on latent variables

A latent variable cannot be directly observed or assessed in
pure form. For instance, it can combine information on health
condition provided by various scales and modalities.
Practically, this latent variable has to be inferred from ob-
served variables such as clinical scales, self-reports, laboratory
results, and imaging results. These “indicators” share a com-
monality supposed to represent the measured recovery [46]. It
means that one has to make strong and formal assumptions on
the model of information determining this latent variable.
Shaping this information according to the goals of the study,
and constructing the latent variable using mathematical
modeling, allows its estimation.

2. Simplification is mandatory

Measurement of clinically relevant recovery needs simpli-
fication with dimensions reduction. The price to pay lies in
loss of dimensions and loss of completeness of information. A
one-dimensional example of recovery is shown in Fig. 1 based
on the same scale (one dimension). Four variables carrying
convergent information can be used.

@ Springer

3. How to estimate a latent variable

Many tools may be used for computing latent variables,
such as hidden Markov models, Bayesian models, exploratory
factor analysis (EFA), principal component analysis (PCA),
independent components analysis (ICA), and structural equa-
tion modeling (SEM). Hidden Markov models and Bayesian
approaches are related to definite states (categorical variables)
and the relationships between the factors are expressed as state
transition probabilities. As compared to regression coeffi-
cients, probabilities are less meaningfully directly transposed
to clinical world. From a Bayesian perspective, estimation is
less about deducting the values of population parameters and
more about updating, refining our beliefs about the empirical
world. Factor analysis (PCA) is also a very traditional ap-
proach. However, it is exploratory and does not refer to an
explicit pre-established model. It tries to account for all the
variance and covariance of the set of variables and not for the
portion of covariance the variables share in common. When
running PCA, we hope there will be a single dominant factor.
Moreover, the meaning of each factor is not straightforward.
ICA attempts to decompose multivariate data into indepen-
dent sets of random variables and is more powerful than
PCA to separate sources. This technique implies to exit from
the correlation toolbox. It shares with PCA the difficulty to
give a straightforward signification to the factor.

According to the specifications of the concept of recovery,
structural equations modeling (SEM) and for estimating re-
covery [47], its measurement subset confirmatory factor anal-
ysis (CFA) may represent a more relevant choice. In CFA, the
number of latent variables and their construct are defined.
CFA assumes that the latent variable accounts what the vari-
ables share in common and isolates shared variance.
Moreover, the results may become stronger by removing mea-
surement error (i.e., residual variance).

4. Using structural equations modeling to estimate recovery

SEM represents a flexible family of models allowing both
exploratory and confirmatory modeling. SEM is more general
than regression because it is based on multiple equations sys-
tems and the directionality of the relations is pre-specified in
the model. In SEM, measured variables can be discrete, ordi-
nal, or dummies [48], and multivariate normality distribution
hypothesis can be relaxed using adequate estimator. CFA [49]
is the best approach to build recovery (i.e., the latent variable).
In the example of recovery model presented in Fig. 2, the
investigator specified recovery as a single factor, based on
clinical scales only. This factor combines initial severity
(NIHSS at day 0), motor recovery (Fugl-Meyer motor scale
[3, 50], day 0-90), deficit recovery (NIHSS day 0-90), and
the global status at the end of follow-up (mRankin). When a
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Fig. 1 Variables and time points contributing to the measure of recovery
using a single scale. Three recovery paths of stroke patients are
represented on a 10-point scale (0 is normal, 10 the maximum severity).
The patient represented with a dot-dash line suffered a mild stroke and
had a fast and complete recovery. The patient represented with a dot line
suffered a moderate to severe stroke and had a sustained and important

model is specified, its fit should be carefully evaluated [49,
51]. To proceed, the model should be over-identified, i.e., the
number of data points (variables) is greater than parameters to
be estimated. Only over-identified models provide fit statistics
as a mean of evaluating the fit of the overall model. In the

A. Graphical representation

1 Time

recovery. The patient represented with a dash line had a severe stroke and
had a minor and poor recovery. Numbers in A4 represent initial severity.
Numbers in B represent gains from onset (4—C). Numbers in ¢ represent
distance between the normal status and the recovered status, D with
intermediate time points measurements informs on speed of recovery

model presented in Fig. 2, it is likely that the measurements
errors of NIHSS at day 0 and the difference NIHSS day 0
minus day 90 are correlated. If the researcher wants to simpli-
fy further (e.g., remove Fugl-Meyer motor scale) this model
becomes just identified as follows: the number of data points

Recovery

A B

B C

NIHSS || NIHSS
DO D0-D90

mFMS || MRS

D0-D90O D90

N

B. Algebra representation

NIHSSDO = Ay ussp0 RECOVETY + b1 + Eyjis5p0

NIHSS DO-D90 = Ayyssao-nissaso Recovery + b2 + Eyysspo.nimssaso
MFMS D0-D90 = A emsdo-memsaso RECOVery + b3 + Epenvispo.memsdso
MRSDI0 = A rsqe0 RECOVETY + b4 +E | 2oyop

Fig. 2 Example of recovery measured using confirmatory factor
analysis. a Graphical representation. As a convention in structural
equation modeling, external measured variables are represented in
squares (rectangle), directional arrow the direct effect and the latent
variables in circle (e/lipse). In this example of model, the confirmatory
factor model (CFA) of recovery has four indicators, the National Institute
of Health Stroke Scale (NIHSS) at the day of admission (DO0) as the
marker of initial severity (4 in Fig. 1), the differences between day 0

and day 90 as a marker of the gain (B in Fig. 1) in NIHSS and in the
modified Fugl-Meyer motricity scale, and the distance to normal status (C
in Fig. 1) at day 90 for the modified Rankin scale (mRS). The correlation
of the error terms of NIHSSdO and NIHSSd0-d90 is represented with a
curved path and this extra parameter is also estimated. b Algebra repre-
sentation. Recovery is represented with a system of four equations; A is
the coefficient of the equation and E the measurement error (residual
variance)
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equals the number of parameters to be estimated. This latter
model fits the data perfectly and thus is of little use. Therefore,
when designing a study, enough dimensions (variables)
should be collected to build a latent variable. The investigator
may consider adding other relevant indicators (variables). For
example, if intervention was focused on a motor rehabilitation
program, he may add a 10-Meter Walk Test [52] difference
between day 0 and 90, and for the upper limb the differences
between day 0 and 90 for ARAT [53]. He also may be inter-
ested in the contribution of a more general evaluation of the
patient’s status at 6 months regarding the cognitive function-
ing using MoCA [54] and the social impact of stroke using the
work and social adjustment scale (WSAS) [55]. Redundant
information (variables with a correlation coefficient >0.8)
should be removed. Variables representing complementary
information on different facets are to be preferred. If interest-
ed, the investigator can build a latent variable for compensa-
tion and another one for true recovery and test their indicators
and relations [10]. Alternatively, he can consider another fac-
tor related to biomarkers of recovery (e.g., imaging, biology)
and may be interested in the relationship between clinical and
biomarkers factors. Neuroimaging has become a privileged
tool to explore stroke and brain plasticity. A multimodal ap-
proach aimed at anatomical connectivity, activation studies,
and resting state generates many imaging biomarkers. These
imaging biomarkers can constitute imaging latent variables
that can be used into a multiple factors measurement model
to evaluate their relations with clinical variables and
intervention.

Eventually, the investigator has to keep in mind that other
models may explain as well or even better the concept he
attempts to analyze. Therefore, re-specification may be need-
ed, and the choice between equivalent models or of the best
model has to be documented [47, 49].

CFA provides for each indicator (measured variable;
Fig. 2b) estimates of the standardized and unstandardized co-
efficient, its standard error, a z test, and confidence intervals.
Standardized coefficients are interesting for measuring the
strength of the associations. In unstandardized solutions, the
metrics of both indicators and the latent variable are based on
the original metrics of the indicator, and coefficients can be
interpreted as unstandardized regression coefficients. Thus,
effect size of each indicator can be estimated using the unstan-
dardized coefficients and allowing to discuss the minimal clin-
ically important difference. Percentage of variance explained
by the model and for each indicator can be estimated.

A key issue in experimental designs is about the compari-
son between groups of intervention [56]. When comparing the
means between treated and control groups, the latent variable
is computed for each group, the coefficient, the z value, its
significance, and confidence intervals are shown. This signif-
icance allows a clear conclusion on primary hypothesis of HO
rejection. If the model is composed of multiple factors, a
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multiple indicators and multiple causes (MIMIC) model can
be used to evaluate intervention. These multivariate models
groups’ comparisons are a major advance beyond traditional
bivariate comparison tests.

The introduction of auxiliary variables [57] will add infor-
mation in the model without being directly included in the
estimation of the factor. Such information can for example
be appropriate for variables influencing recovery (e.g., age,
depression) and give more relevance to the factor assessed.

Additionally, SEM can be used for presenting a model that
conveys causal assumptions [58], or path analysis including
multiple latent variables and measured variables. In longitudi-
nal studies, multiple time points can be measured, and latent
growth curves modeling can estimate the speed of recovery
[59], like multilevel longitudinal models can do.

In summary, SEM fulfills all the above specifications and
should be considered to estimate recovery. However, this is a
complex, time consuming, and conceptually demanding ap-
proach. As in other statistical approaches, sensitivity analysis
can be performed with different conditions (e.g., diagnostic
classification, measurements of indicators, normality
assumptions).

Practical Issues in Structural Equations Modeling

Many software are available, either free such as R with several
packages dealing with SEM (e.g., “lavaan,” OpenMx, and
“sem”), the graphical interface for structural equation model-
ing {2nyx, and the online software WebSEM, or they are com-
mercial smartPLS, AMOS in SPSS, Stata, SAS, MPlus,
LISREL, EQS, PLS-Graph, and WarpPLS.

How to Communicate?

Communicating results of a clinical trial is usually based on a
contingency table via the relative risk reduction and the num-
ber needed to treat. It has to be stressed that based on the same
four numbers, both ways of communication are referring for
the first one to a multiplicative model and for the second one
to an additive model. Both models are very unlikely fitting the
genuine effect model of the intervention because additive and
multiplicative model are rare and effect models usually fit
curved models [60, 61]. It can be concluded that accurate
communication is not easy with classical tools.

The CFA group comparison or the MIMIC model shows
clearly the statistical significance of the study. A reasonable
calculation of the effect size with the unstandardized solution
can be done with the ratio of the difference between the means
of the latent variable of the treated and control groups on their
pooled standard deviations [62]. Thus, to report this effect on
the indicators, the unstandardized solution gives for the clin-
ical scales used, the difference in means between the groups.
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This simultaneous translation on different clinical scales al-
lows discussing the clinical utility of an intervention.

Limitations

As compared with well-established rules for analyzing clinical
studies, SEM is clearly not so straightforward. To be convinc-
ing, quality rules have to be explicitly followed. It concerns
traceable a priori assumptions on the model, assessment of
model’s fit, and changes from initial model explicated.

Conclusions

Assessment needs to be appropriate to the goals [63]. In our
review, we emphasize the potential gain of customizing the
collection of information and data analysis focusing on the
potential effects of the intervention. Computationally inten-
sive structural equation modeling (SEM) approaches have
been developed over much of the twentieth century. SEM
tools are flexible and allow estimating latent variables shaped
according to the purpose of the study. However, this approach
still has to be evaluated in simulation and real life studies and
confronted with the classical statistical methods for pre-
clinical and clinical research.
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